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Starving (or Fattening) the Golden Goose Generic Entry and the Incentives
for Early-Stage Pharmaceutical Innovation

ABSTRACT

Generic penetration in the.8l pharmaceutical markéias increasegrovidingsignificantgains in
consumer surplusVhat impact has this had time rate and direction gharmaceutical innovation?
While theoveralllevel of drug development activity hasreasegour estimatesuggest &izable
robust negative relationship beten generic penetratiamd earlystage pharmaceuticanovation A
10% increase in generic penetratisssociated wh an approximately%® declinein early-stage
innovations irthe same therapeutic markéthen we restrict our sample novelinnovations, we find
that a 10% increase in genepenetration is associated with a roughly @é6linein early-stage
innovationsin the same marke®ur estimated effects appear to vary across therapeutic classes in sensible
ways, reflecting the differing degrees of substitution betweaegcs and branded drugsnally, we
document that with increasing generic pertaira firms areshifting their R&D activitytowardsmore
biologic-basedproductsand away fronthemicalbasedproducs. We conclude by discussimmptential
implications of our results for loagun welfare, policy, and innovation.



1 Introduction

InhisSURYRFDWLYH SDSHU 37KH +HDOWK RI 1DWLRQV ~ <DOH 8Q
(1999)argues that the advances in human welfare generated by better medical science over the past half
century have been equal in value to the consumption increasedlfiher sources put togethafictor
Fuchs(1982)has suggested that most of the real improvement in human health generated over this period
VWHPV IURP PRGHUQ P H G laFdf gherfhscadtiiDpd cidhile Ddas vt Qing thee
claims in a way that meets modern evidentiary standards is challenging, the work of scholars such as
Frank Lichtenberde.g, 2001, 2004, 20Q/as provided evidence suggestihgtthe gains from
pharmaceutical innovatidmave been very largé the lorg run, global investmestn pharmaceutical
research havprovento begood one.

These benefits have come with significant sgsharmaceutical innovation isky and
expensiveRecentestimates othe cost to develop a new drug and win marketing ajgbare now
approaching $2.6 billiohThese costs are passed on to consumers in the form of higherf@rices
branded pharmaceuticals recent yeargrescription dug spending in the U.8asexceeéd$300
billion, an increase of $135 billion sin®01 Consumption of prescription drugs now accounts for
approximately 12 percent of tota¢alth care spendif@AO, 2012).However, @er this time period,
generic producthave accounted fan increasing share girescriptiondrug expenditures, saving
consumers an estimated $1 trillion (GAO, 20X2)rrent regulation attempts strikea balancebetween
accesgo lower costgenericon the one hanadnd adequate incentives to promote pharmaceutical
innovationon the otherWhile the rise in generic penation has brought benefits to consumers
(Branstetteet al, 2016), somehave argued thatétregulatonpalance hashifted so far in the direction
of access to inexpensive drugs thiditas undermined the incentives for new drug developthtigtins
and Graham, 2009; Knowles, 2018uch a shiftould have strong implicatioreren fornonU.S.drug
companies because the global industry relies disproportionately on the U.8t asaaksource of its
profits. Has theincrease in generic entaffected pharmaceuticainovation?Our studyattemptgo
address this question and quantify, for the first titneimpact of generic entry ogarly-stage
pharmaceutical innovation

We start by constructingnewdataset thaallowsus to analyze thissue at disaggregate level
Instead of relying ongients asneasures of innovatipwe focus on earkgtagedrug developmenwhile

patenting icertainlyimportantin the pharmaceutical industry, it can ocaagtimethroughout the drug

1%DVHG RQ WKH 7XIWV &HQWHU IRU WKH 6WXG\ Rl 'UXJ '"HYHORSPHQWTV U
http://csdd.tufts.edu/news/complete story/cost study press event webcast
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development ppcess and it often occurs long before the actual therapeutic value of a compound has been
demonstratedAs a consequence, patent counts can be imperfect indicators of the real innovative success
of pharmaceutical firms, in terms of bringing new drugs&wket. Our outcome variableon the other
hand,allows us taneasuravhat isactually happening in the early stages ofdheydevelopment
processWe also utilize comprehensive data on branded and generic drug sales across all therapeutic
categories ithe U.S. market, obitzed at the firrproductyearlevel, such that we can measure the
differential exposure of individual firms to generic competition actiessedifferent therapeutic
markets’ Finally, we seek to control for changes aesitific oppatunity by buildinga comprehensive
database of citatieweighted scientifigournal articles in the medical sciences amapping thento our
therapeutigroductmarkes.

Using thee data, we find that theggregatdevel of newdrug development hastdeclined as
generic penetration in the U.S. market has rifentotal number of new compoun@scluding both
small and large molecules) early stage development hasenover our sample periadrigure 1)
However, rising generic competition has hastatistically and economically significant impacttoow
pharmaceutical product development is undertakemdnadethose efforts are focusedle show this by
usinganempirical frameworkhatmodelsthe flow of early-stagepharmaceutical innovatiorss a
function ofgenericentry and penetratigmswell asscientific opportunity and challges, firm innovative
capabilityand a vector of additional controldsing this frameworkwe document a negative and
significant relationship between generic entrgr(gtration) and earstage innovatiomt the ATC 2digit
therapeutic category levelhe elasticity from our specification implies that a 10% increase in generic
penetration in a particular market witwer early-stage innovaons, in that same markdty about 8.

The interpretation that an increase in generic penetration within a market lowerstagely
innovation is strengthened by a series of alternative spatiifins and robustness chedkist, we
demonstrate that a statistically and econatthycsignificant negative impact of generic penetration on
early-stage innovation remains even when we limit our measure of innovation to activity associated with
noveldrugs Second, we show that our estimated effect is strongly negative forséagklymnovation,
where it is possible to redirect R&D in response to market shifts, but much weaker-&iatge
innovation, where firms have stragrancentives to introduceproducts that have survived the clinical
trials process, even if generic competitistimiting the addressable mark&hird, we limit our sample

to a set of therapeutic categories where substitution between generics and branded products is limited for

2We usethe phrasetherapeutic area, therapeutic market, therapeutic categogmarketsinterchangeably in this
paper.In our empirical work, they correspond tedyit categories within the World Health Organization's
Anatomical Therapeutic Chemical (ATC) classification system

(http://www.whocc.no/atc/structar and_principle3/
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clinical reasons, and we find that our measured effect attenuates to the poirgrofidasice, as
expected. Finallywe show that our baseline effect is robust to inclusidharfipeutic markegear
interactionterms(ATC market*Year)thateffectively remove all the unobservednarketspecific effects
that change in a common way acrbiess over time

Next, we consider the possibility thatithin therapeutic marketa,shiftis occurring out of
chemicalbase (small molecule) productndinto biologicbased (large molecule) producthie
regulatorymechanismshat have accetatedgeneric entry in chemicdlased drugs didotextend to
biologicsduring our sample periothiologic EDVHG JHQHULFV NQRZQ LQ WIKIH LQGXVW
notenter the U.S. markeintil 2015° Exploiting this regulatory difference betweehemicaland
biologic-based innovationsve find a positive relationship between generic entry astdfetowards
biologic-based productwithin therapeutic categorie&s conjectured by Golest al (2010),this
movemensuggest that thenatureof innovation taking placen the pharmaceutical industiy changing.

Is this shift in the directioand naturef drug development socially beneficial or socially
harmful?At this stage in the research process, it is not yet possible to produceitivdefimswer to this
guestionOn the mehand, one could argue tatrrent UHJXODWLRQ LV pSowdidLQJT LQQRYD
therapeutic markets for whidignificant numbers ofiable genericslo notexist.In other wordsR&D
efforts and expenditureould beflowing to therapeutic aredhatare relativelyunderservedthereby
generating welfare gain®n the other hanaur evidencef a significantmovemenin the datdrom
development ofhemicalbased to biologibased products may haweportantimplications for the
future, especially since biologics tend to be more expensive, on average, than ebassidgiroducts
These higher pricemaypersist for long periods of timés the regulatory playing field tilts sharply in
the drection of biologics, anfirms respond rationally to the incentives they confront, we cannot rule out
the possibility that recent efforts to balance access with incentives for innovation will give us cheaper
drugs today, but more expensive drugs tomorrow.

The paper proceeds adléovs. Section Drovidesa discussion of the.S.regulatory
environmat in which pharmaceutical firms operaiada brief description of the rise in generic
penetrationSection Jeviews important features of the drug development process and disaisses p

work on the potential impact of rising generic penetration on pharmaceutical inno@uigmpirical

3 TheAffordable Care Act created a legal pathway for biosimilars to enter the U.S. market, but it took several years
for the FDA to finalize implementing regulations. The first biosimilar (Zarxio) entered the U.S. market in March
2015(http://www.fda.gov/NewsEvents/Newsroom/PressAnnouncements/ucm4366)8.atgemolecule drugs

will have a much longer period of data exclusivity than sirmallecule dugs, and their complexity makes them

more difficult to copy even after patents expire. These differences could affect the economic incentives for
developing generic versions of biologics, even in the long run.
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specification and datare outlinedn Secion 4.Results are presentedSection 5and we conclude in

Section 6.

2 The U.S.regulatory eavironmentand the rise of genericgnetration

The current regulatory environmiefaced by pharmaceutical companieshe U.S.can be traced
to the passage tifie Drug Price Competition and Patent Term RestoratiorniiAt®84 informally known
asthe Hatch-Waxman” Act. One of the hallmarks dhis legislationis the balance it tries to strike
betweeraccess bgonsumesto inexpensive generic drugm the one hanénd the protection of
adequate incentives for new drug development ootlher. HatchVaxmanallows expedited Food and
Drug Administration (FDA) approval for generic entry while extending the life of pharmaceutical patents
LQ RUGHU WR FRPSHQVDWH LQQRYDWRUV ZKR ORVW WLPH RQ WKH
(Grabowski, 2007)#

When a pharmaceutical company submits a New Drug Application (NDA) to the FDA for
approva)thelaw requires the company identify all relevant patented technologies necessary to create
the drug; these patents are subsequently listdwiFDA Orange BookUpon approvalthe FDA will
JUDQW HDFK QHZ DSSURYHG SURGXFW UHJXODWRU\ $HdtRMHFWLRQ
concurrently with patent protectiénDuring this data exclusivity period, regardless of the stafuhe
underlying patent(s), no generic entry may occur. At the conclusion of data exclaslyipatents
protect branded productghis period running from the cessation of data exclusivity to the expiration of
the patent(s) is commonly refedto assPDUNHW H[FOXVLYLW\

Prior to the passage of Hatetlaxman, generimanufacturerseeking to sell their products in the
U.S. market had to demonstrate the safety and efficacy of their products by putting them through clinical
trials. While the outcome of these trials lacked the uncertamiylved in thetrials of an innovative new
drug, the time and expense involved were a significant disincentive for gemaric$acturerso put
products on the market, since they could not chapgeraium price to offset the costs of clinical trials.
BeforeHatchWaxman, it is estimated that more than 150 products existed without any patent protection
and without any generic entry (Mossinghoff, 199%hile HatchWaxman did not lessen the burddn o

4There are limits to thif2harmaceuticalfims cannot receive a patent extension of more than five years, nor are

they entitled to patent extensions that give them effective patent life (post approval) of greater than 14 years.

5 For biologicsthe initial application is a Biologics License Apgation.However, a similar requirement to disclose

patents exists, and this disclosure also becomes a matter of public record.

6 There are exceptions to the general rule of 5 years of data exclusivity. Drugs targeting small patient populations

(i.e,, orphan drug3 receive 7 years of data exclusivifgeformulationsof existing drugseceiveonly 3 years of data

exclusivity. New drugs that tregiediatricillnesseseceive an additional 6 months of data exclusivity.

”The complexity of biologics, andth@ LNHOLKRRG WKDW PRVW 3ELRVLPLODUV" ZLOO QHH

clinical trials to prove they have the same therapeutic impact as the original drug, raises the concern that
6



the clinical trials process for branded pharmaceuticalpanieseeking approval for new drugs, it
essentially eliminated the requirement for separate clinical trials for genamnigfacturersAll generic
manufacturerdad to do waslemonstrate bioegualence with branded products by showing that the
activeingredient in their product diffused into the human bloodstream in a manner similar to the original
product.It is important to emphasize, however, thiatchWaxmanappliesonly to chemicabasedor

small molecule drugs.

Throughout our sample perigti9982010) there was no legal mechanigimthe U.S. market)
through which the manufacturer of a biosimitlemonstrate that its substance was ejantto the
original drug.With no way to establishioequvalence, any generic versiof a biologicbaseddrug
would have to undergo separate clinical trtalseceive FDA approvar his historical absence of an
entry pathway for biosimilars reflects, in part, the nascent state of the biotech industridatdch
Waxman was passed, as well as the real scientific challenges of determining bioequivalentmfor bio
based drugs, which are far more complicated than chervasgd drugs and interact with human
biophysical systems in ways that a@ alwayserfectly understood.

Under the Obam Administration]egislationin the form of the Affordable Care A¢010)
provided the legal basis for biosimilar entry, but tlegislation guarantees biologi@ased drug4?2 years
of data exclusivity a period oflegal monopoly 2.4 times longdran that afforded to chemiebased
drugs® In March 2013 he FDA finalized the enabling regulations that would permit biosimilar entry
(which did not occur for the first time until March 201&pproximately six years aftthe first
biosimilars were approved Burope Generallythese regulationsequire limited clinical trials to confirm
bioequivalencand similar clinical effectprior to approvalAdditionally, both markets (U.S. and
Europe) requir@ostapproval safetynonitoring® The longer European experience with biosimilars
suggests that entry will be much less frequent, occur at a later point in the product lifecycle, and offer a
much smaller price discount, relative to the innovator drug, than has been the case for geparic en

chemistrybased drug markets.

generccompetition in biologics will be limited in the same way that isvi@r small molecule drugs in the pre
HatchWaxman world.

8 The section of the Affordable Care Act that details entry provisions for biologics is referred to as the Biologics
Products Competition and Innovation Act (BPCIA).

9 Guidance for Industry Scieffit Considerations in Demonstrating Biosimilarity to a Reference Product.
http://www.fda.gov/downloads/Drugs/GuidanceComplianceRegulatorylnformation/Guidances/lUCM291128
Accessed 30 November 2015
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While a starkly differenstatutory treatment of chemielahsed ad biologicbased drugs has been
established in U.S. lagince thepassage of HateWaxman the practical impact of these very different
regulatory regimes has significantly strengthened@acent yearsGeneric penetratioat the end of the
1980s andn theearly 1990s was conained by &DA scandal that temporarily slowed down the
processing bnew generic drug applicatiorendby an unusually prodtige era of new drug
introductionsby the branded drug companiéat extended into theid-1990s(Berndtet al, 2015)°
Since then, however, generic peattin has intensified sharp{g.g, Palermcet al, 2015;Higgins and
Graham, 2009; Bernet al, 2007).

3 Pharmaceutcal innovation and generic rgry

We began our papeith the claim advanced by Nordhaus (1999) that the advances in human
welfare generated by better medical science over the past half cewtyegual in value the
consumption increases frortt ather sources put togethet RUGKDXV{V FODLP LV EDFNHG XS
documenting the extensive gains in longevity and other dimensions of human health over the period
multiplying these gains by even conservai HVWLPDWHY RI WKH YD OiXrHveR/l D 3VWDWL
large numbersg(g, Murphy and Topel, 2006The work of Lichtenberg (2001, 2004, 2007) and others
has lent credence to Victor Fuchs' (1982) assertion that the most important driveimgptbigement has
been pharmaceutical innovatidgfforts to infer the welfare impact of pharmaceutical innovation using
modern models of demand for differentiated products, agEfiicksonet al. (2001), Cleathous (2002),
and Dunn (2012)avealso yieled large estimate€oincident advanceas nutrition, pollutian
abatementdiagnostidechniques, and the gradual decline of unhealthy behaviors like tobacco smoking
make it difficult to determine exactly what fraction of the observed improvement in be&ttmes is
attributable tanewdrugs, but few would contest thaique importance and impact of pharmaceutical
innovation This implies that public policies affecting the rate and direction of pharmaceutical innovation

alsotake on special importance

31 Pharmaceutical innovatiorcosts and controversies

10The FDA scandal was widely caesl in the media at the time; siee example New York Timeg1989).

Cockburn (2006) discusselifts in the measured research productivityhe pharmaceutical industrix large

cohort of new and successful branded products entered in the marketplace in the 1980s and 1990s, limiting the
market importance of generic compietn. As this wave of prducts lost patent protectioar was tallenged under
Paragraph IVand was not fully replaced by newly introduced branded products, the financial pressure generated by

generic competition increased.
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Pharmaceutical irovation is not just importanit is also difficult, timeconsuming, risky, and
expensiveA comprehensive accounting of costs has to include expenditures ocadidigates that fail
at some point in the proces$decent estimates lyiMasi, Grabowski and Hansen (205stiggest that
thesecosts have risen to almost $2.6 billion ($1.4 billion inoiupocket expenses and $1.2 billion in
opportunity costs)Thesenewcost estimatesalong withprevious estimates generated through a similar
methodologyDiMasi and Grabowsk012)have been subjemtito considerableriticism and
controversyWhat we can say with certainty, however, is that costs are high and theyuedwtincrease
(Berndtet al, 2015).Previousstudies have described tharious stages of thdrug development process,
including DiMasi, Hanserand Grabowski (1991, 2003), DiMasi aBdabowski 2012), and
Mossinghoff (1999).

When drug companies have identified compounds they wish to subgicti¢al trialsin human
subjects, thegubmit aninvestigational New Drug (IND) applitan to the FDAthis islegally required
in order to move drug samples across state lines fguiposes of clinical testingrirms must then move
through three separate phases of clinical trials, each involvingex laumber of human subjecks.
Phase 1, a small group is tested to determine a safe dosage level and identify sidend?leass?, the
treatment is administered to a larger group, to determine effectiveness and also further evaluate its safety.
In Phase 3the treatmenis administered to a still larger group and comgaoecommonly used
tredmentsWhen Phase 3 is successfulympleted, the drug company submitdew Drug Application
(NDA) to the FDA, incliding clinical trials resultsSThe FDA evaluates this information before approving
thedrug.Once it is approved and sales begin, drug companies continue to do Phaseddatiglsre
additional information on riss, benefits, and optimal udeiMasi and Grabowski (2012) contend that
only one drug obtains FDA approval for every 5 compounds that enter Phase 1, and it cahytelies6
for a compound to move through all 3 prad3die total development cycle from discovery through
approval can take, on asage, nearly 12 years, ati@ distribution of approved drugs is characterized by
highly skewed return®?harmaceutical firms rely disproportionately on a small number ofsegrgessful

products to maitain thér financial viability.

Starting in the midl990s however the number of drug approvals fell sharply, even as industry
R&D expendituregontinued to increasé&his led to an intense debate about the industry's research
"productvity crisis" (Cockburn, 200@ndScherer2010. The relatively low level of new product
approvals persisted throughair sample period and beyoritkperts disagree as to the causes or future

persistence of this productivistowdown.Neverthegss, it has created a rising level of concern (and



financid stress) within the industnfccelerating generic competition has bese factomarrowing the

profits of branded firms faster than successful newy development has expanded thém
3.2 The rise of generic penetration and implications for pharmaceutical innovation

A number of recent studies have studied the intensification of generic competition in recent years
and the impact of this shift on branded drug compakieslack the space heredéfer a comprehensive
review of all the work in this domain, and, instead, cite selectively the work that isefestnt to our
own analysisCaveset al.(1991)offered arninfluential look at theearlyimpact ofHatchWaxman More
recent work intudes Reiffen and Ward (2005Fahaet al (2006),Grabowski (2007), Grabowski and
Kyle (2007),and Berndt and Aitken (2QL Efforts to calculate the welfare impact of generic entry
include Bokhari and Fournier (28) and Branstettegt al (2016). The latter sidy showshat the rising
incidence of PagraphlV challenges has increasgdinsto consumers? Hemphill and Sampat (2011,

2012) also focus on PayaaphlV challenges, analyzing, among other things, which incumbent firms'

patents tend to be challenged.

The possibility that rising generic penetration could undermine the incentives to undertake new
drug development hdmeen recognized in prior workor example, Hughest al (2002) show in a
theoreticaimodel hat providing greater access to a current stodkarfidedprescription drugs yields
large kenefits to existing custometdowever, this access comes at a cost in terms of lost consumer
benefits from reductions in the flosf future drugs? Other papers ha also discussed this possibility,
including Grabowski and Kyle (2007), Higgins and Graham (2009), Knd24&<)), and Panattoni
(2011).This research stream has provided (mostly indirect or anecdotal) evidence suggesting that an
intensification of geneticompetition has undermined incentivesR&D. However, to the best of our

knowledge, no published study has yet provided direct econometric evidence demonstrating that generic

11 Bemdt etal. (2015) suggest additional demand sidedexhave also chipped away at the economic profitability

of new drugs. These factors include: downward pressures on price due to consolidation among payers, wholesalers,
and PBMgpharmaceutical benefits management firmm)reased experience with cesintainment; and increased

focus on incremental value in coverage decisions

12 paragraph IV challenges are a mechanism under Hstohman that allow generic firms to challenge branded

patents after data exclusivity has ended but prior to the expiratjaterits. Interested readers are directed to FTC
(2002) Branstetteet al.(2016)or Palermcet al. (2015).

13 Empirically this tradeoff seems to be supported by Goldnedral. (2011). They study the impacts of extending
smaltmolecule data exclusivity tiovelve yearstthe same data exclusivity as lang@lecule drugstand found that

by doing so they would expect 228 extra drug approvals over the 2020 to 2060 time period.
10



entry has caused a change in the rate or direofiaew drug developmerit The extent to which this

occurs in practice remains an open question.

4 Empirical methodologyand data

Previous research in this area hasiggled with data limitationdVe are fortunate to have access
to a range of unique and comprehensive data setgrthatle us witha useful degree déverage over
some of the econometramd measuremeghallenges we confronBince weseekio measure the impact
of rising generic penetration on drug development effort, it is especially important to haxpi &l
measures of pharmaceutical innovation and pbsxre to generic competitio@ur data allow us to track
bothvariables by firm(i), therapeutianarket |), andyear(t). The disaggregate nature of our data allows
us to make a choice in terms of the uiibbservation. We could focus on either therapeutic mayket (
and yeart] or firm (i), therapeutic markef)(and yeart). We are interested in hofivms are responding
to generic competitigrand firms differ significantly from one another in termgrafir research
capabilities and marketing investments in different therapeutic categories. A firm with strong research
capabilities in and heavy financial reliance on a particular drug market may respond to generic
competition in that market in a very difent way than firms with limited research capacity in that
domain and limited economic commitments to it. We want to be able to control for these differences, so

we choose to utilize all the dimensions of our dafiam, market, and year

We depend othe Pharmaprojects classification of drug candidates into the various therapeutic
market categories. Unfortunately, this data is most consistently reported only atigitde/el. Other
key variables are available at a greater level of disaggregaggi\[ C 4-digit), but because we are
seeking to relate these to innovative effort, we can disaggregate no further than the level of our innovation
data.Therefore, in our firmmarketyear (jt) level of analysis, discussed above, our markets will be
constrained to the ATC-@igit level.Finally, firms are included in our sample if they have at least one
approved product and at least one eatige innovation. This limitation excludes some smaller, research
intensive firms that have yet to market thaivn products® We argue below that the bias introduced by
this sample selection, to the extent that it exists, likely weakens our estimated results relative to what

holds in reality. The paragraphs below describe our data and our empirical approach.

4.1 Measuring and modeling pharmaceutical innovation

1 In related workBudish, Roin, and Williams (20)%rovide evidence that varianh in effective patent life distorts
incentives for investmernn cancer drugsThis study does not consider the impact of rising generic competition
15 Note, the innovation from these reseaimntensive firms will show up in our data if they have beeenaed to one

of our sample firmsait any time in the development process
11



The regulatory structure imposed on the pharmaceutical industry makestagdyproduct
developnent relatively easy to tracBecause thatroduction of new drugs isnportant for the financial
health ofdrug companies, the progress of new candidatgs through the development pipelige
closelymonitored and commercial databases contih data on these candidatége draw our
measures of drug innovatidfom one sub commercial database, Pharmapcotg.Not only is there
nearly universal coverage of all candidate drugs being tested for eventual sale in the U.S. market, but we
also know the chemical composition of the drug, the prospective disease tagg#tsrapeutic market in
which it is likelyto be soldandthe development history (some drugs are initially developed to fight one
disease but then are discovered to have positive effects against dtherdatabase also records
information on product development suspensions and discontinsiasonell as product withdrawals
from the market after introduction.

Attempts to assess thelationshipbetween generic penetration and drug developerftont a
major challenge. At the same time that generic entry has been risipipatimeaceutical industry has
encountered a widely publicized productivity crig@ockburn, 2006)Although there has been no
measured slowdown imggregatearly-stage drug developmemtew drug approvals peaked in the mid
1990s andverestagnant or fallig through the rest of our sample peritdhile this opinionis by no
means universbl held, there are somi@side and outside the industmho suggest that this decline
reflects an emergingxhaustion of research opportunitiesthis view the easyto-discover drugs have
already been introducednd the diseases that are now the focus of research effort are extremely complex
and difficult to treat. To the extent that there really is a decline in research productivity, this could lead
firms to ratchet bdctheir drug development efforteven in the absence of a growing genthreat Our
empirical challenge will b&o assess the impact of increased generic entry orphammaceutical
innovation while controllingas best we cafpr contemporaneous chaggjin research opportunitiaad
otherdemandsidefactors that might influence drug developm@erndtet al,2015)

We propose to do this using a regression specification that modeistionas a function of
generic entryscientific opportunityand challenges, firm innovative capability, downstream co

specialized assets, aadsector of additional contrals

Hyvbk WEWEWEW)yws EWlyes EU<yys E
B&;vws EUB2yvws EUS#vE U E Yy, (1)

wherelj, measures eargtage innovations by firfinin ATC 2-digit marketj in timet. We defineearly

stage innovationas the cant of individual compounds in preclinical developmenin Phase 1 clinical
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trials. If firms are responding to changes in theensty of generic competitiorghanges in perceived

scientific opportunityor changes in expected market opportunitg would expect a measurablepiaat

to show up at this stagk contrast, drugs that have alreaccessfullymoved on to Phase 2 Bhase 3

trials are likely to continue through the development process to the end, even if the firm plans to curtail or
eliminate future research in that aieaesponse to rising competition or diminished technological
opportunity*® Because the outcomaniable is a count variable, the statistical model employed in our
regression should be one designed to handle countAdasaich, ve use fixed effects Poisson and

negative binomial estimato(slausmaret al, 1984 Woolridge 1999. Given that not all fms innovate

in each therapeutic category in each year, it is possibl¢éhenaiata may contairerost’ Our count data

models haveéhe advantage of dealing with tlaatcomein a natural way.

The specificationas writtenjncludes fixed effects for yeaa, firm (ci), and therapeutic (ATC)
market(e;). There arel3 years178 firms,and126 ATC 2digit categoriesn our dataand we run into
convergence challenges when we seek to estimateasson and negative binorh@unt data models
using the full set of year and ATCGdigit dummies'® In the results we will report belobased on count
data modelswe get around this convergence challenge by estimating Adigitidummy variables and,
in some specificationsye alsainclude a paired fixed effect, interacting therapeutic market dummies with
year dummies,of* ;). As a robustness checkealsorun linear versions of our models with the full set
of 2-digit ATC fixed effects as well as interaction terms dafigit ATC fixed effects and year dummies.

The robustness of our results to thelusion of this full set ofixed effects and interaction terms
is quite importantSince Schmookler (1966), economists have understoodtibages in expectddture
market size codl influence the distribution of R&D investment across product markets, and recent
research has shown this to be true in the pharmaceutical industry (Acemoglu and Linn, 2004; Finkelstein,
2004; Trusheim and Berndt, 2012; Dubeisl, 2015. We maintain ttat in Equation (1) changes in
expected markedize across ATC categories over timi#l be contolled for by the interacted therapeutic
market and year fixed effects (ATC market*Ye&These interaction terms will also control for changes

8 We present empirical results later in the paper that are consistent with this view.

71n each specification where we utilized a count model we performed a Vuong test to determine the applicability of
relevant zeranflated models. In no case was the test statistic significant.

18\We note that we have an unbalanced pheehuse not all fins are active every year in every APQligit market

in terms of their innovative pipeline.

191n an earlier version of this paper (Branstetteal 2014) wecontrolled for the expected future market size for

QHZ GUXJV LQ D SDUWLFXODU WKHUDSHXWLF FODVV E\ DYH&&JILQJ WRWD (
yeart, yeart+1, and yeat+2, measuredh inflation-adjusted dollarsAs it turns out, theign and significance of the

coefficients on our measures of generic penetration are not sensitive to the inclusion or exclusion of this variable, so

it is omitted from the current specificatiamd we rely instead on the ATC*Year interaction terms torobfar

changes in expected market size.
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in underlying sientific opportunity or research productivity across product markets that areaoto

all firms. Finally, to the extent that the demasidle factors impacting drug profitability described by
Berndtet al.(2015)(and discussed previously imétnote 1) alsovary acrossherapeutianarkets and

time, these effects should also be controlladofy the same interaction terrdgiditionally, we also

present results from instrumental varigded Arllanoand Bond system GMM regressions. In all cases,
thesealternativespecifications yield results consistent witlgk reported in the main texbur measures

of generic penetration are negative and statistically (and economically) significant.

4.2 Measuring generic penetratiq®ii-1)

HatchWaxmanlaid out the modes by which generic manufacturers can enter chdragsd
therapeutic markets. This entry leads to rapid deterioratitiresalesof branded productSahaet al,
2006).However, the incidence of rising generic impact is quite unevasstberapeutic categories and
time. Firms alsdliffer in terms of theiexposure to this competitioRortunatelywe are able to employ
disaggregated dafeomthe ,06 0,'$ 6 @atabaseThis database tracks the salgsantity)of nearly
every pharmaceidal product sold in the U.Shy firm, product, and quarter, and the data are mapped to
ATC caegories.: H QRWH WKDW ,06 FUHDWHYV D pMéy, DaQ&@sabdGigid LW WKDW
dosages that we use as our unit of measdmedata idimited tothe years 1992010, and this data

restriction determines ¢htime dimension of our study.

Fortunately, thisvindow covers a period of iahsifying generic competition. Within thieriod,
we are able to determine the extent of generic penetration thatffices in therapeutaregj in timet-1.
We defineour measure ofieneric penetratiqrir.1, as the sum of generic sales in therapearéa|j at
timet-1 divided by the sum of generic and fifrorandedsales in therapeutireaj at timet-1.2° A
negative coefficienimplies that as generic penetration faced by firm therapeutic markgtincreases,

the flow of early-stage innovationlecrease
4.3 Measuring scientific opportunit§Oj.1)

In order to identify the effect of changesgeneric competitiomn innovation, we must also
effectively controffor underlying scientific opportunities within each therapeutic mgraetimet-1.

Prior research has demonstrated the link between academic research and industreapREBn(sfield,

20 As a robustness check, we defined a second measure of generic pen&altin,, as the ratio of generic sales
to total sales in therapeutic aijeia timet-1 multiplied by the ratio of branded sales by firin therapeutic aregin
yeart-1 divided by total branded sales of fiinn yeart-1. Our earlier working paper (Branstetedral., 2014)
demonstrates that this alternative measure yields resultsatively similar to the ones obtained wi:.1. For that

reason, we focus on the latter measure in this version of the paper.
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1995; Gittelman and Kogut, 2003); these linkages are paniggkaong in pharmaceuticalSimilar to
Furmanet al. (2006), we construct aibliographic measure that captures publicly available academic
research in the life sciences.

We startE\ PHUJLQJ GDWD |U Rdar corépreheigiv@database of pharmaceutical
products, withthe, 06 1'7, @atabase, which capturesyglitian prescription behaviorhis latter
databas&entifiesthe disease®r which physicians ar@ctuallyprescribinghe drugs ifMS
MIDAS &* ,06 0,'$6 & LV FDWHJRUL]JHG E\ $7& FRGHVY DQG WKH ,06 1'7,!
by International Statistical Classification of Diseakel}-9) diagnostic codedvlerging these two
databasesnabledus to generata concordance between I&diagnosticcodesand ATCproduct codes
(at the 4digit level). Next, we extracted the top 10 I€Ddiagnostic codes for eaddTC 4-digit category.
TheselCD-9 codes havenified keywordsassociated with them thatere used asearchtermsin the
IDWLRQDO /LEUDU\ RI Oddteédasellistsdavchdaeddgdiolirnal articles published
between 1950 and 20168lating to our various keywords that we were then able to map back to
disaggregate ATC-digit categoriesUItimately, we identified a unique sample of 6.5 million joutna
articles. However, sommjeurnal articlesveremapped to multiple AT@-digit categoriesthereby

yielding 20.9 millionraw article counts

Next, we used the unique PMID identifiers for these articlegatber their forward citations from
the year of publication to the end of 20hGhe SCOPUSSciversadatabaseOur sample of 20.9 million
articles generated over 345 million forward citatidBiace our unit of observation in a therapeutic neark
is at he ATC 2-digit level, we aggrgate our annual, citatienweighted counts of journal articles up from
the ATC 4digit levelto the ATC 2digit level. While some science is basic and universal, earlier science
tended to be more chemidadsed while newer reaehmay be more relevant twologic-based science.
This suggests thalder science is likely to be less relevant for current drug development than more recent
scienceas suchwe apply a 15% discount rateke natural logs, and lag the stock by one year to create

our control variableQj.1.2?
44 Scientific challenges ()

,Q FRQWUDVW WR VFLHQWLILF RSSRUWov@dtsa/dpecificWKDW PD\ SR
WKHUDSHXWLF PDUNHW ZH FRQWURO IRU ¥ayfro@ Wdpetiic FKDOOHQJH

2 Becausethg 06 1'7,E GDWDEDVH LV EDVWGFRQJIVXKA\YHAL. REBDBEWOFDSWXUHV 3R
prescribing behaviothat is, the prescribing of medicines for diseases for which they are not officially approved by

the FDA as treatments.

22 A 15% discount rate is a standard assumption ifR&B and innovation literatureResults are not sensitive to

alternative assumptiaregarding the discount rate.
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therapeutic market. Utilizing data from Pharmaprojects we identify all suspended, discontinued and
withdrawn products across the entire resegiphline from preclinical candidates to approved products.
Development can be ended and products pulled for a multitude of reasons many of which, at their most
fundamental level, are due to some type of scientific challenge. For example, Merck pukedfktm

the market due to negative sidffects, while the Alzheimer disease drug candidateagacestatas
discontinued by Eli Lilly in Phase Il clinical triglafter disappointing resulfEhe failure of one or more
leading products within a broadeud development program could indicate the presence of common or
related flaws in the products thare still under developmerithis, in turn, could lead the firm to scale
back, terminate, or redirect research angetigpment efforts in responsgeekingo control for this, we
defineour proxy for the scientific challenges faced by the fiZgn;, as the numberfgproducts

suspended, discontinued or withdrawnfibw i, in therapeutic markegtat timet-1.

45 Firm capabilities (Ot-1 and Ri-1), marketingassetgSAy), and firm size (§

Clearly, pharmaceutical companidgfer in the drug developmertpabilities they have built
over time. A given firm is more likely to introduce a new compound in a therapeutic category in which it
already has substantial research expettiserder to control for this persistencgfirm-level capabilities
we use data from Pharmaprojects to @eathreeyearmoving average of past drug introductipD:.-1,
by firmi in the sameherapeutic markgt This threeyear moving average iagged one perigdt-1). In
addition to controlling for past products, we also control for$adge innovations within the product
pipeline.Again, wsing data from Pharmaprojects we defifjer as the number afompoundsinder
development by firmi that arein Phase2 or Phase3 clinical trialsin therapeutic marketattime t-1.

Prior research has also documertteglconnection between downstrearrspecialized assets and
astrongcommitment taesearch effog within a particular therapeutic clag®éce 1986 Chanet al,

7KH SUHVHQFH RI WKHV HLDQW VHANHER MG e RDERDOW dfl rd3earchR F N

effort across therapeutic categorigsnilar to Ceccagnokt al (2010), wecontrol for the distribution of
alLUPTV GRZpatidlizedddsaBross therapeutic categories by includinmgtio of promotions
to product salesSAg, for firm i within therapeuticategoryj at timet. Promotions and product sales are
FROOHFWHG IURP , @& @onbtiols detyiGncludesdetailing, jounal advertising and
directmail. Detailing is the direct promotion of products by pharmaceutgabsentatives to physicians.
Finally, firm size can impact innovation rates. s\ch we control for firm size with pharmaceutical sales
by firmiinyeart,S: 6DOHV GDWD zZDV JDWKHUHG IURP ,06 0, H6E DQG QDW

financial variablesre converted into real dollars usiadpase year 2000 GDP deflator.
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46 Theeconometric challenges created by unmeasured research capabilities

It would be convenient tpresume that the error term igjiation (1) is independently and
identically distributed across firmarketyear observations, once we have included a full set of firm,
market, and year fixed effectdowever, one can imagine ththe error term ipotentiallymore
complicated thathat? To fix ideas and illustrate the inferentinallenges that arise, we presutinat

the error term takes on the following form:

Ejp =Wy + My (2

The second ternm (2) is presumed to be identically and independently distributedcaunskes no
econometric problemd he first term,®;, , can be thought ads a research productivity paramettet
determines the effectiveness with which firtranslates research resourcds imew drugs in markétat
timet. It is not fixed tinstead, it evolves over time across firms and markets, and is therefore not
accounteddr by the usual fixed effect. @, is highlycorrelated across firms, but varies widely across
markets andime, then we couldargelycontrol for it by includingnteracted therapeutic market and year

(ATC market*Yea) fixed effects, essentially allowing all firsrto respond positivelgver timeto
therapeutianarkets thahold promise, or negativelyver timeto therapeutieonarkets where scientific

exhaustion and diminishing rehg to research are setting lfiowever, if @, varies across firms as well
as narkets and time, inclusion of this interacted fixed ef{@diC market*Yeai) may not be sufficient.
To the etent that the firm is aware of itg;, , it will invest more in markets wher®;, is high
and less where it is low, inducing a jiive correlation between earktage dug development activity
and o, . Of course, ifwy; declines significantly, and remains loweththe flow of new drugs will
decline, and generic penetration may rise, inducing a negative correlation between our measure of generic
penetration andji. To summarize% Kk, vy v P rand % KkRyv@ j »s0 O 1, so that

% KKy v@ 1 s 0 O 1, but the latter relationship could ememeelyasan artifact of omitted variable
bias.

In order to gain any empirical leverage around this problem, we need to presume some functional

form for @, . We presume that it takes on the form:

O = V1O 1+ V2O o + V30 3+t V705 7 + 70 g + T (3)

23 This section was inspired, in part, by Olley and Pakes (1996) and Pavcnik (2002), and the notation used here
reflectsthatinfluence.
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where i is the usual welbehaved error term and
V1>V > Vs> >y >y (4)

If @y follows this functional form, then itsarlier €1, t-2, t-3, etc.)realizations will be plausibly

correlated with our measure of ladéage clinical activityPj:.1. Later realizations will be plausibly
correlated with our measure of receniig introductionsDiz.1, and, to the extent thatarketing

expenditures are well targeted, wBl:. By explicitly including these covariat@s Equation (1) we may

effectively eliminate ey, from our error term, significantly reducing the possibility that our inference is

driven by omitted variables bia®f course, this line of argument raises the possibility of serial correlation
in the error term, so we will want to includepecfication that allows for thisiWe explore two

alternatives in an attempt tdtain leverage around this problefirst, weinstrument forGj..; and

includea lagged dependent varialhatallows for serial correlation in the error teffiSecond, we can
includean interacted firm and year (Firm *Year) fixed effect along with our full set of fixed effects: firm,
year, therapeutic market and an interaction between therapeutic market and year (ATC market*Year).

Given convergence issues thidlwnly be possible in our linear specifications.

47 An empirical specification for measuritige shiftinto biologicbaseddrugs

Current regulatiolsuggests an alternative approéekstimating the impact of generics on
innovation. Chengalbasedoharmaceutical products become susceptible to Paragraph Il generic entry
after patent expiratiofi.e., end of market exclusivityrhey also become susceptible to early generic
entry via Paragraph IV challenges only five years after app(ogalend d data exclusivity. As
discussed abovehe same legal frameworks didt (yet) providea pathway for biosimilar entry after
biologic patent expiratioduring our sample periodor was (or is)there theequivalent of a Paragraph IV

challengeo biologicbhaseddrugs

Biologic-based drugs face a different regulatory regi@ing our sample periodhere was no
legal pathway through which biosimilars could enter the U.S. market suggests that thifference in
regulationduring our sample period creatad incentive for pharmaceutical companies to favor biologic

basedherapies over chemichbsed thapies, even if the latter wasore effectve in a purely

24We note howeverthat the BreusciGodfrey test fails to reject the null of ficst-order serial correlation (pb >
F: 0.6483)
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therapeutic sens&ven as biosimilars begin to enter the U.Stkegfor reasons discussed previously,

those incentives are likely to remain in the longer Tinis suggests an alternative specification:

!"m B &"m =a ta, ta, +b1 "1 +b2(9\s.-1 +b3)#$%-1 +b4(!*#$%-1 - &*#9%-1)"'

)
bS(!+ﬁ$1b—l - &+#$ﬂ%-1)+bs(! LA &’_m)"'bw#;v +6;‘$%>

Here, the dependent variable measures the difference between chbassiyinnovations and
biologic-basedmnovations. Likewise, our controls for firapecific development capability and market
presence are redefined to reflect relative capability in cherbissgd versus biologizased
development. Given these controls, we would not expect generic penef@tigrio have an impact on
the choice of technologp XQOHVV ILUPVY UHVHDUFK FKRLFHVY DUH EHLQJ DIIH

competition.
48 Difference in earlystage innovatiorfCli: — Blij)

If current regulationd causing biologiébased innovation to be preferred to chemizded
innovation then we need to modify our innovation measureriter to capture this chanddsing the
Origin of Materialfield within Pharmarojects we are able to s@arly-stage innovabn (1) into either
biologic-based Blji:) or chemicabased Clii) innovation.In operationalizing Buation (9, the dependent
variable is the difference between these two types of innova&igntBli:. A negative coefficient on a
right-hand side (RHS) variablsuch as5i-1) would imply that as that variable increased the difference
(Clix £Blj) would decline. In other wordBli; is greater thaCl;: or the flow of biologiebased

innovationsexceeds the flow of chemichhsed innovation?.

It is possible for firm to have more biologibased innovations than chemitesed innovations
in therapeutic markgtattimet. In this case, our difference variab@i — Bli;) will become negat,
preventing us from usingpuntdatamodels We thereforecreate a new variableat(Cl;: — Blj;), that
equals 1, 2 and 3 i — Blit) is negative, zero or positive, respectively. This reclassificafiows us
to use an atered logitspecification (Hausmaet al, 1999. Again, a negative coefficient oma
independentariable would imply that as that variable increaskd dependent variableat(Cli; — Bli),
will decline. In this case the differenc€&l{ Bl;;), will becomenegative and the interpretation is the

same as above.

25 As a robustness check for this specification we also empdegmingly unrelated regression specificati®oR
mode) where firms simultaneously decide their innovation decisions in chemicals and biolodites {J &esults
are consistent beeen our various specifications and will be discussed more fully in Section 5. We thank Ivan Png

for this suggestion.
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For our specification in Buation(5), we can use th@rigin of Materialfield within
Pharmaprojects to decompose our measul@estage innovation$ii-1, past drug introductiongjt-1,
and our measure of scientific challeng@s;, faced byfirm i in therapeutic markef into their chemical
based CPjt.1, CDji.1 andCZ;.1, respectivelyand biologis-based BP;.1, BDji-1 andBZj.1, respectively)
componentsWe canalsodecompose our ratio of promotions to product s&ég, for firm i within
therapeutic markgtat timet, into its chemicabased CSA:) and biologiebased BSA:) components.
Empirically, in Table 6ve create the variablesff(Pjt.1), diff(Z.-1), diff(Dit-1), anddiff(SA:) defined as
the difference between the chemiaahd biologiebased componentfCPji.1 +BPjt.1), (CZj-1 BZji-1),
(CDjt-1 +BDjt-1) and CSA: +BSAy), respectively®

Empirical results

5.1 Descriptivestatistics

Descriptive statistics for owariablesare presented in Table Qur dependent variablé;,
captures earhgtage innovatioandvaries betweef and 36for firm i, in therapeutic markegt at timet.
While our firms had, on average, 0.78 eatgge innovations within a therapeutic market at tinte
should be remembered that not every firm has an-etate innovation in every therapeutic market in
each year. If we focus solely on therapeuticgaties with activity, then the average increases to 2.12
early-stage innovations. Firms in the top quartile of firm size had, on average, 3.07 innovations within
therapeutic markgtat timet, as compared to 1.45 innovatidos the smallest quartile firsa ATC N,
focusing on the nervous system, had the largest number of innovations, while ATC P, which focuses on
antiparasitic products, had the lowest number of innovatibims.relative contribution to total
innovations of each brodterapeutic categofATC 1-digit) over our sampleeriod as identified by
Pharmaprojectss displayed in Figure.2

Inspection of the raw data shows that, in the aggregate, there has been no declinestagearly
innovation over our sample period, even as the levgénéric penetration has risen and the number of

approved drugs has fall¢Rigure 3. This suggests that generics have had limited impact on the overall

26 Unfortunately, we have not found a credible wagtit Oy into chemicalbased and biologibased

componentsilt is extremely difficult to identify all facets of biologlzased research from PubMed. Even after
utilizing experts within these respective fields and experts at the U.S. National Library of Medicine (PubMed) to
help construct keywords, wélsfound examples where our biologiased measure would be undercounted. Such
an undercount is problematic since we are trying to control for bielmged scientific opportunities. Our
alternative solution is to discou@;., in order to deemphasizdder research and emphasize more recent research
that would be more relevant (and consistent) with the focus on biddagied products. Ultimately, this is variation
we are pulling out of the interacted therapeutic market and year fixed effect. Thel@fOu. does not change

our core findings.
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aggregateate of earlystage innovatiortHowever, we find strong evidence that generics have had a
staistically and economically significant impact on where development activity is concentrated and how

it is undertaken.

Our baseline measure aérggic penetrationGi:.1, has a mean value of 54% and a median value
of just over 80%0Our measure okchndogical opportunity Oy.1, measured by the logarithm thfe
discountedstock of citation weighted articles in ydat for therapeutic market variedbetween 0 and
14.4, with anaverageof 8.04 Thistranslates into aaverageralue of approximately 3.&illion citations
for each therapeutic markjein each yearOver our sample period the greatiesthnological opportunity
existed in ATC categories N5 (psycholeptics) and N6 (psychoanalefigsieasure of technological
challengesZi:-1, had an avage value 00.05 The number bchallenges varied betweerafid 6 with the
greatestechnicalchallenges experienced in ATKZ, which includes various recombindrdsed

products, such as interferon.

On average, our firms had a lagged thyear moving average of 0.2dcently introduced
productyDj:-1) and 0.09rug candidates in the latest stages of product develop®entit therapeutic
marketj at timet-1. Our control for downstream especialized assetSA, the ratio of promotions to
sales for firm in therapeutic markeétat timet, averaged 4. This suggests firms are making significant

downstream investments in therapeutic areas in which thegteg@nd plan to operat€).

5.2 Impact of generic entry on the flow of innovation

Do changes in generic penetration have an effect on the flow ofstagg drug innovation®e
estimateEquation(1) with afixed effectsPoisson specificatigrand report results ihable2. We al®
present results using a fixeffects negative binmial specification inTable3. The dependent variable in
all specifications is$j: , or the count of firm innovations in therapeutic marketttimet. Model 1 in both
tables (Tabl® and Table3) presents a baseline regression with fievel controlvariables including our
measures of new product introductiqbs:.1), latestageproductdevelopment{Pit.1), downstream co
specialized assetS4y), saledS:), and firm, yearand therapeutic market fixed effe¢gstimated at the
ATC 1-digit level). Model 2 in each table adds controls for scientfiportunity(Oj.1) andscientific
challengegzi:-1). Fnally, in Models 3 and dwe include ourmeasure of generic penetrati@j.1) along

with differing sets of fixed effects. Model 3 includes just firm and year feféstts;Model 4includes

27 Note thatSA; ranges from 0 to 2225. Ehvery high maximum value appears implausible, butsihigly shows
there aramarket/year combinations where fiirwas ramping up advertisirgignificantly prior to introduction. The
minimum value of zero reflects market/year combinations where firms lower their advertising teazieegjuent

occurrence after generic entry.
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therapeutic market fixed effects aad interaction betweeyear and therapeutic market fixed effeéts.
discussed previoushyhis interaction, we argue, controls for unobsernvadiancen a particular
therapeutic market in a specific ye@ihe results presented in this table are obtained wtilstered
standard errorat the firm levelWhen we clusteour standard erroi thetherapeutic area levele

obtain results qualitativelsimilar to those shown hefé.

Across all specifications and models find negative andtatisticallysignificantcoefficient
estimates for our measuref generic penetratiofT his negative relationshipuggests thaat the firm
level,increases in generic penetration are related to decreabesfiow of early-stage innovatioin that
therapeutic areaTaking the coefficienfrom our completenegative binomiaspecification (Model 4
Table3) as our baseline estimatge calculateanelasticityequal to-0.796. In other wordsa 10%
increase in generic penetratiexperienced by firm in a particular marketorrespondso a 796%
decrease inaly-stage innovatioy that firm in that markeffo our knowledge thiss thefirst empirical
evidence that documents the effetgeneric penetratioim the U.S. markebn earlystage
pharmaceuticahnovatio. If fewer candidates are enteringjiaentherapeutic pipelinaithin a given

firm, then fewerapprovedirugs will eventually come out

Generic penetratiomto a market is clearlparmfulfor branded producergrom a social welfare
perspectivehoweverthe interpretation is more nuatt Ifthe presence of viable generics in a market
rises our results indicate that innovation will decreawsthat market® However, the stability of eady
stage drug development effort at the aggregate level suggests that rthetiealine ininnovation
within markets facing high degree of generic competitioroffset by increased innovative effort
elsavhere.Indeed Pammolliet al. (2011) argugthat one of the reasons R&D produity has declined

28 We havereplicatel Tables 2 and 3 with clustered standard errors at the theraypeesi level; results are

gualitatively similar to those reported here and are available upon request.

2 In theory, generics should be perfect substitutes for branded drugs since they are bioequivalent. Cleanthous (2002)
shows that the data do not supér WKLY UHODWLRQVKLS DQG VXJIJHVWV WKLV LV WKH U
GLITHUHQWLDWLRQT ZKL¥&&EKHQGHRQY MK HW BHUWHKLUIYH SK\WVLFDOO\ LGHQW
TXDOLW\ =~ 5HFHQW HY L GslthatEthsuk& pétceptisl havexriedittVerst some of the timand

while drugs may be bioequivalent, they may indeed differ in quality. Several articles appeared in the April 17, 2007

edition of the prestigious journ&leurologydiscussing the high incidence of breikoughseizures with generic

anti-epileptics and recommending new protocols (Berg, 200%urance companies such as Blue Cross Blue Shield

of Georgia allow pediatric customers to stay on brandeeepilgptic medications even though generics are

available. Diferences across generics for the same brand have also been reported. This debate ultimately led the

FDA to fund a comparative effectness trial between branded and generic epilepsy drugs, which is gjoirom
(https://clinicaltrials.gov/ct2/show/NCT01733394?term=privitera&rank¥e are not suggesting all generics have

problems but it appears in some instances where the therapeutic window is very narrow consemiasnzerf a

substantive difference between branded drugs and gengichave some merit.
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has been ahift intoareas with unmet grapeutic needsyhich also have highatsks of failure. Our

resultsare consistent witthe view that drug development is shifting out of therapeutic areas facing more
intense generic competition and into domains facing less generic compélitidrernore, our results
provide one possible explanation for wihys shiftis occurring.In essenceHatchWaxman, by providing
mechanisms of entry for generjcseates conditions under which the pharmaceutical industry redirect

R&D efforts to marketéesssewed by generics.

If R&D efforts are shifting across therapeutic ar¢his can havesignificantfuture
consequencesvith a net impact on social welfare that is difficult to calcul@e the one had, if the
therapeutic category that is seeing research expenditures leave has a diffaresprobability than the
therapeutic categotyp whichexpenditures are flowing, this could have @pugncedor the net flow of
innovation (either increasing decreasing)On the other hand, new product development in a domain
with few (or no) existing effective therapies may have greater social value than similar development in an
area with a broad range of existing effective therapies, even if the R&D spcobabilities are lower in
the domain with few therapiedn this paper, we do not take a strong stand on the ultimatergelfa
consequences of this shiftstead, we seek to document itsséence and magnitudéhe welfare
consequences of the shift rem#ne focus of ongoing research.

Turning to our controlsfor scientific opportunityO;.1) andscientific challenges;.1), we find
that oth positively and significaly influence the flow of earkgtage innovation. Using a similar
approach in thereation of their scientific opportunity variablurmanet al (2005)find a positive
relationship withpharmaceuticgbatenting. Our results take tliae step further and document a
relationshipwith actual earlystagedrug developmentMuch of the bds science esearch that is captured
in ourvariable takes place in academic settings; as such this finding is broadly consistent with past work
documenting the role of academic research in industrial innovatignNansfield, 1995Cohenet al,
2002.

Interestingly, while our findings are consistent with aypriori beliefs with respect to scientific
opportunity, the sameannotbe said with respect to scientific challengear initial beliefs werdhat
scientific RSSRUWXQLW\ PLIJKW VHUYH D VvdefforliRtl ® gatticuRr WehjleS XOO T LQC
FKDOOHQJHV PLJKW VHUYH DV D PHFKDIQThattvamdRimply & Megative Q QRYD W L
coefficiert on our challenges variableyt the coefficiat is positive and significant at conventional
levels. One interpretation of this positive coefficient is ttiedtfailures can serve as a learning
mechanism for future endeavors (Chiiwal, 2012).Statin drugs, which today are one of the largest

selling therapeutiareashad a difficult beginning in 197&ith the unsuccessful launch of Mevacor
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Over time, however, the industry worked through these difficulties as new technologies led to the five
types of statirmolecules currently sold in U.8. different, but related interpretation of the positive
coefficient is simply that firms with a significant research commitment to a particular therapeutic category
are more likely to have a few failures along the vamd the positive coefficient on our proboy

scientific challenges simply picks up that effect.

We control for firmsfresearch capabilities msingpastinnovative output in a particular
therapeutic market, as measuredhmsylagged count of products in letiage product developmem;.1,
andthelaggedcount of newproduct introduction®j:.1. As expectedbothare positivelyand
significantly related to the flow of earlstage innovationsAcross the twdaselinespecifications¥odel
4, Table2 and Table3), our measure for firm siz&;, is positiveand significant. This result should not be
interpreted asecessarilyndicatingD SRVLWLYH UHODWLRQVKLS EHWIZWHHRULUP VL
dependent variable is a simple count of eatge pipeline mducts; we make no distinction between
internally generated and externally acquired prodiidmally, our measure of marketirigtensityor
downstream c@pecialized assetSAy, is statistically indistinguishable from zero.

53 Testing for robustnesasith four alternative specifications

Our baseline measure of innovatiby, which is the count of products in eadiage
development, does not discriminate between pharmaceutical products thatelend those that come
much later in the history @f therapeutic aredhis reflectsjn part, thedifficulty of drawing a clear or
PHDQLQJIXO OttulyhnBuydtWYZHH H@ UX J VWIRAR@s STAdHhistory ofthe industry
provides severaxamples in which the first products in a class had sigmifghortcomings or side
effects- and the reabreakthroughs in terms of therapeutic efficaayne several produiritroductions
later3 Even when new products amerelyrecombination®r reformulationf existing active
ingredients, th@ew productgan often provide significamiherapeutidenefits to certain categories of

patients.

Despite these realitiesiitics of the pharmaceutical industry have accused branded firms of
responding to generic entoy the threat of generic entby cominguS ZLWK EUDQGHG@GaALQQRYDWI
arenot trueinnovations, but merelgninor modifications of earlier branded produdtshe negative

impact of rising generic entign early-stage innovationidentified in our regressions, were limited to

30 See Cohen (2010) for an extensive discussion of the literature analyzing the relationship between firm size and
innovation.

31 SeeArcidiaconoet al (2013).
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incremental inovations with little or no therapeutic valubenthat would have different policy

implications from an effect that extended to the most novel compounds and drugs.

The Pharmaprojects database includear&ble that grades each product under development
terms of its novéy - the most novel compounds are ones that are first in their @&sdo not accept the
proposition K DW DO O FRPSRXQ GV dadignakidd Xavinmitdd theérap@uRicrvidl @f-or the
reasons discussed above, we believePthermaprojects designation excludes a large number of socially
usdul new product introductiondevertheless, the designation allows us to introduce a useful robustness
check that may address the concerns of those who are convinced that only pharah@gcedtict
introductions that satisfy a strict definitiohmovelty are socially usefuln Model 1, Table4, we present
the results o&regression in which we replace our conimaesive count of drugs in eaityage
development with a count of only novetugs in earlystage development, as defined by Pharmaprojects.
In afixed effects negtive binomial regression, the coefficient on our measure of generic penetration is
negative and statistically sigitant, indicating that rising generic penetratioassociated with a
statistically significant decline in the rate of introtdoa of novelproducts.The elasticity from Model 1
implies that a 10% increase in generic penetration in a particular markktwatlearly-stagenovel
innovaions, in that sammarket, by 36%. Put another way, our results are not driven by a crowding out

of purely incremental inventions or reformulations.

Next, we test the robustness of our results and the correctness of our interpretation by applying
wha amounts to a pcebo testin our previous regressionsewarefully defined innovation as éar
stage product developme#its compounds move through the costly, expensive, and risky clinical trials
process, they requiverhigherlevels of investment by the firnA drug that has survived Phase 2 and
Phase 3 clinical trials is likely to be introduced, even if generic penetration is rising sharply in a way that
might lea to a throttling back of eadgtage resarch in that therapeutic ardarugs at theelater stages
of the development process should be significantly less responsive to our measures of generic penetration

than our measures of earlier stage innovatiéns.

Following this logic in Model 2, Table4, we define a newdependent variabléate Stagejl, asa
countoffirmi TV S UR G XF ®/dv Phaseltial3iv hharketj at timet. In this specificationwe find

that our measure gfeneric penetratiorGiz-1 is not significantly correlated with latstage produc

32 We thank Jeff Macher of Georgetown University for suggesting this robustness check.
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innovation® This is in line with ouexpectations, and strengthens our interpretation of the results using

measures ofarly-stage product development.

Our next regression is dffgrent sort of placebo tes¥lost prescription galth plans in the U.S.
allow for the use of branded productgilgenerics become available. most cases patients will be given
WKH JHQHULF E\ UHWDLO SKDUPDFLHV XQOHVVY WKH SUHVFULSWLR
explicitly asks for a branded drug (in which case there is usually a higivérco-payment) More
recently, however, insurance firms have beguactovely HQ JD Jilods@ ROHFXODU™ RMOXEVWLW X W
e[DPSOH OHW Y \éxiBtthiéebRaRded ptetilcks in a particular mark@t,ig A Drug BandDrug
C, sold by three differenpharmaceuticdirms. Each branded product has a different chemical
composition ice., a different molecule), and uses a different biochemical pathway to address the
underlying illness. Then, a generic Brug B enters the market. To save moniegurancecompanies
canencourage patients takifmyug Aor Drug Cto switch toGeneric BWhile insurance firms cannot
force patients to move they can entice them with lower (or no) copaymef@erieric B

Since physicians, not patients or insurance companiés, prescriptions, these financial
incentives will only shift drug consumption to the generic products if physicians also consent to the
change. However, in many therapeutic markets, practicing physicians have long regarded different drugs,
based on dferent molecules and utilizing different biochemical pathways to attack the disease, as equally
effective therapies for the underlying iliness. In such cases, physicians will often consent to the insurance
companies preferred change, especially if it séveis patients money. We refer to this possibility of
substitution across drugs and molecules within a therapeutic category in response to emerging price
differentials as that category's degreemissmolecular substitutioiBranstetteet al, 2016). Where
crossmolecular substitution is high, the implications for branded products can be quite profound. In such
markets, the emergence of a generic equivaleaytranded product can affect the revenue streams of

all branded products, leading to widgnging declines in revenues and profits.

The extent of these impacts will vary across therapeutic categdeigsnding on the degree of
crossmolecular substitution within that categoRor examplebased on conversations with practicing
physicianswe would expect higher substitah in therapeutic areagich aantrinfectives,hypertension
and allergesand lower substitidn in markets such as depression and epilepsyeneral, the
complexity and sensitivity of the human brain and the compliczdé&ate of neurological disorders work

to strictly limit the degree of crossolecular substitution in drugs that treat neurological and psychiatric

¥ In these regressions, our dependent variable is identi®aligo we omit this variable from our set of control

variables.
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disorders. They even limit the degree to which practitisheD UH ZLOOLQJ WR XVH DOOHJHGO
generic versions of the branded drug. When practitioners find a good match between a drug treatment and

a patient in these domains, they are often reluctant to switch to a cheaper generic.

Economic intuition suggests that if a class of branded drugs wasulsseptible to cross
molecular substitution and generic competition, then we might expect to see a muted innovation response
to rising generic competition in that particular market. Focusing on the markets that include anti
epileptics, antdepressantsna antipsychotics, we indeed e¢his in our results in Model Fable 4
Increases in generic penetratidm not appear to have any statistically significant effect on-statye
innovation in these therapeutic aré&ghis suggests that there are masker which direct substitution
to a generic may be problematic, crosslecular substitution is low, arad a result the effect on early

stage innovation is less of a concérn.

Ourfinal robustness check seeks to incorporate ATdig# therapeutic mart fixed effects and
the interaction betweelTC 2-digit therapeutianarket and year fixedfects into the specificatiohis
is not feasible imur mainfixed effects negative binomial modé€Rable 2);attempts to estimate these
nonlinearspecifications with so many fixed e€fts fail to reach convergenddoweverit is possible to
incorporatefirm, year, ATC2-digit therapeutianarketfixed effectsalong withthe interaction between
ATC 2-digit therapeutic market and year fixed effg&3 C 2-digit marketY ear)into thelinear
specification of fuation (1).The resuls for thisfull specificationare shown irModel 4 Table4. We
view this an especially strong test of the hypothesis that an increase in generic penetration is associated
with a decline in innovative activity, because all of fhetors associated with an ATZdigit therapeutic
market that varpver timein a common way across firms are sweyit with the interaction terms.
Despite this, and despite the imperfect fit betwiaencount data in our dependent varisdid
the statistical assumptions undergirding linear specification, we still finthat generic penetration is
negatively associated with ear{age drug development, and this effectaistically significanat
conventional levelsThe elasticity fronModel 4implies that a 10% increase in generic penetration in a
particular market willower early-stage innovatins, in that same market, bipout4.1%. Recall that our

unit of observation is dhe firmmarketyearlevel, where markef is defined at the ATC-#igit

34 Given the limited numberfanarkets we are able to get convergence with a model thatiegfirm, year, ATC

2-digit therapeutic market and an interaction between AR and year fixed effects (ATG-Qigit

market*Yeay). In that specificationGj:.1 remains statisticalljnsignificant.

35 As a further robustness check, through consultations with practicing physicians we identified markets that they
GHHPHG pKLJK &061 KL-hioleButhd subskitdtioR)| nErddR/ \Whe aimtfective markets JG104.

When we replicate the findings iraible 4 for these high CMS markets the coefficient&gn are negative and

significant at the 1% level. This is consistent with our intuition about high CMS markets.
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therapeutic levelWhen we includTC 2-digit therapeutic market fixed effednd the (ATC Aigit
market*Year) interacted fixed effe;O;.1 is no longer informativeSo, weomit it from the list of
coefficients in Model 4, and we do so in every specification that follows where we include-8ig 2

fixed effects and the interactions of these fixed effects with year dummies

5.4 An instrumental variables approach

In this se&tion, we take yet another approach to tedfiregrobustness of our resultise use of
instrumental variable¥.Here, we exploit the fact that our firmarketyear specific measure of generic
penetration moves over time as a consequence of patent iexigir@td successful Paragraph
challenges to existing drugsor each firm, we construct a count of tifilew and stoclof patent
expirations that occur in markgeat timet. Likewise, we construct a count of the total number of
ParagraphV challenges that occur in markedt timet, and a count of the total number of patent
challengesto firm{fV SUR G XFW & timét. Weibsiiniéht foGii.. usingthese four instrments,

and present results tifreeseparatdinear specificationaising these instrumenits Table 5.

With patent expirations in markgat timet, generic products will enter markedndgeneric
penetrabn will grow at a certain ratéPenetratiomatesacrossmarketswill vary due tanany factors,
includingthe degreeof crossmolecular sibstitutionin that marketThese factors induce a degree of
exogeneity into the evolution of generic penetration in that market that is plausibly exogeifnous fov
actions.ParagrapHV challenges are also plausibly exogenous to the actions ohttienged firm.

When the patents protecting a significant product expire or are successfully challenged, this can lead to
large changes iGi:-1 that are plausibly uncorrelated with contemporaneous movements inffivm
underlying research productivity or other factors directly influentin@ur instruments pass the usual
overidentification test for instrumental validity, and the fstige egression results indicate a high

degree of correlation between our instrument and our potentially endogenous measure of generic

penetratiort’

Model 1, Table 5presents resulisf atwo-stage least squaresgression with firm, year, ATC-1

digit therapeut market fixed effects along with an interaction between AJdigit therapeutic market

36 While we explore the potential endogeneityGafi we have reason to believe itrddl QV H[RIJHQRXV 6WDWDY
HQGRJHQRXV FRPPDQG UHSRUWYV :RR O G UédeedsidhVaseR X e YeBtRtatisticdsH VW D G
significant the variable being tested, in this c@ge, must be treated as endogenous. In our main hvegl&il to

reject the null thaGi.1 is exogenous (p = 0.18).

37 The firststage Fstatistic is 1,793.83The pvalue for the overidentification test is 0.5125, implying that the null

hypothesis of instrument validity is not rejected.
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and year fixed effectdATC 1-digit marketY eal). The effect of rising generic penetration is negative and
statistically significahat conventional level§.heestimated coefficient implies that a 10% increase in
generic penetration leads to a 4.7% iecin earlystage innovatiorModd 2 incorporateshe more
disaggregat&TC 2-digit therapeutic market fixed effecamdthe interaction between ATCGdgit
thermpeutic market and ye@hTC 2-digit marketY ea) fixed effectsthe measured impact of rising
generic penetration remains negative and statistisaghjficant, implying that a 10% increasegeneric
penetration leads @ 8.4% decline in ely-stage imovative activityModel 3 uses a fulblown Arellano

and BondSystem GMM specification, in which we instrument for generic penetration, incorporate a
lagged dependent variable, and allow for seatetation in the error term¥et again, the estimated
impact of generic penetration is negative and statisticailg €conomically) significanin a final

attempt to capture any potential effectaf , we run a linear model witBi., along with firm, year,

ATC 2-digit therapeutic market fixed effects along with an interactions between Aligit2herapeutic

market and year (ATC-@igit market*Year) fixed effects and firm and year (Firm*Year) fixed effects.

The coefficient orGi:-1is-0.7751 and significant at the 1% level, similar to reported results in Model 4,
Table 4% Regardless of how we approach this relationship, all of the arrows continue to point in the same
direction tthe existence of a negative relationship between gepenetration and earstage

innovation.
55 Are genericglriving aswitch to bidogicsbased drug development?

Other researchetsave conjectured that declining revenues associatedsmittmolecule
(chemicalbased productsare increasingly motivating firms to switch to lang@lecule (biologiebased)
products {Wong, 2009 Golecet al, 2010. As wehave notec@bove, such ahift could have mixed
consequences for future drug developmBitlogics aremore expensive than chaal-based products,
on averagd€Aitken et al, 2009 Trusheimet al, 2010) andbiologics are likely to experience far less
generic competition than chemiebhsed drugs for the foreseeable futifreonsumer uptake acrogwe
two types of productsvertheir entire product lifecycle remains simjlrena shift from chemicabased
to biologicbased drugs could imply thatll else equal, the percent of overall health care expenditures

spent on pharmaceuticals will incredse.

38 This regressioiis unreported but available upon request.

39 As long as the data exclusivity period remains at 12 years there will still be a significant difference between the
regulatory incentives for biologibased drugs and chemidadsed drugs. As of this writindata exclusivity for
chemicatbased drugs is 5 years (with additional extensions available for pediatric use, orphan designation and

reformulations).
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In order toconsidemwhethe ashift to biologicbasedoroducts may be occurrirag a
conseguence of rising generic penetratisaestimate thepecificationdescribed irEquation (5) The
dependent variabli@ this specification ishe difference between eaityage chemicdbasednnovations
and earlystage biologiebased innovations. As constructéds variable can now take on negative values,
which prevents us frommsng countdatamodels.Insteadwe create a variableat(Cli:-Blj:), that equals
1, 2 and 3 if the differerc(Cl;; — Bljt) is negative, zero, or positiveespectivelyandwe estimate
Equatian (5)usingan OLS specification (Models 1 a@dTable 6) andlor comparative purposes
ordered logit modelModels3 and4, Table6). 4’ Model 1and Model 3Table6 report our complete
baseline specification with aiTC 1-digit therapeutic markdixed effects includingthe (ATC 1-digit
marketY eal) interaction. Model 2ncludesthe full set ofATC 2-digit therapeutic marketnd (ATC2-
digit marketY ea fixed effects Across all specificationgur measure of generic penetratisn
negatively and significantly related to the difference in types of -stalye innovations. This suggests
that as generic penetration increases, our dependent vacitiil4;:-Blii), declines which, in turn,
implies that the differenceC(i: — Blj:) is decreasing. In other words as generic penetration incréases
flow of biologic-based innovationis greater than the flow @hemicatbased innovations for firm in
marketj, at timet. Controlling for other factorst appears that pharmaceutical firms are responding to

generic competition bghifting to biologics where they do not facgmilar competition

Table7 providesresuts from an alternative approactone in which two separateéar models
predicting chemicabased poduct innovations and biologltased production innovations, respectively,
are run as a system, using the seemingly umitlatgressions (SUR) apprbadn all specificationsye
can sethat generic competitiois negdively associated with chemichhsed innovation, but padisiely
associated with biologibased innovation, and both relationships are significant aotinentional
threshold levelsWe noted earliein the papethat our sample is limited to firms with at least one
approved product and at least one cartdidaug in earlystage developmenthis sampling restriction
excludes somensall, researctintensive firmsHowever, these smaller entities arevhelmingly
focused on biologic drug developmeWte strongly believe their inclusion in our empirical analysis
would, if anything, significantly strengthen the general tenor of our findings, especially those concerning

the shift out of chemicabased drugs and intadbogic-based drugs

As a final robustness check we consider markets where there is robust Hialegicearhstage

innovation. It should be the case that once we restrict the sample, using the same methodology as Table 7,

40 As with the negative binomial fixed effects regression, ordered logit regressions do not converge whgrioy

the full set of (ATC 2digit market*Yeay) fixed effects.
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our results should strengthérhat is we should see a greater negative effec€inand a greater

positive effect orBli; in markets where biologibased innovation is especially well developed, frequent,
and, perhaps, easier for firms with the requisite knowledge cé&pital.able 8 ve therefore restricted the
sample to the top three ATC markets (F, J and T) with the largest number edtagdybiologicased
innovatiors. Again using a SUR approach we find that across both specificatioobtaiathe predicted

effects +a geater negative effect d@lj; and a greater positive effect Bi;.

6 Conclusion

For many yeargesearchers and industry observers have conjectured that rising generic
penetration might have an impact on the rate and direction of pharmacieummaition.Using a new
combination of data setsavare able to estimate the effectsising generic penetratioon earlystage
pharmaceutical innovatiolVhile the overall level of earlgtage drug development hamntinued to
increasegenerics havedd a statistically and economically significant impactiwrerethat development
activity is concentratedndhowit is done In the full sample, we find thaasour baseline measure of
generic penetration increases by 1@%hin a therapeutic marketye observe a decrease 096% in
early-stage innovatioin that marketThis implies that drug development activisymoving out of

markets whergeneric competition is increasing and into domains whereeatasivelyless intense.

Our preferred interpretatiaof this relationshipnamelythat a risén genericpenetration leads to
a decline in drug developmeintthat market is strengthened by the finding that this relationship varies
across therapeutic areas in ways that conforout prior expectationsn earlier work Branstetteet al.,
2016), we poinedout that the degree of substitution between generics and branded products can vary
substanglly across therapeutic are#ts markets wherghe substitution possibilities bedésn generics and
branded drugs are more limitezhanges in generic penetration could be expected to have a weaker
impact on innovationThis is indeed what we obsenwhen we focus on three markets containing drugs
that treat neurological and psychiatric disorders, where clinicians are sometimes reluctant to move away
from a good "match" between a patient and a drug, even when a cheaperajaradtve becomes
available.In thesemarkes, wefind no statistically significaneffect of generics on earstage

innovatiors. However, in markets with higlevels of crossnolecular substitutiowe see the opposite.

In a similar manner, we would expect the measured negabivelation between rising generic
penetration and new drug development to be strong and significant foseaytydrug development,

where it is still feasible to redirect research efforts, but much weaker {stéagfe drug development,

41 We thank Ariel Stern for making this suggestion.
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where candidat drugs have already proved their safety and efficacy in a series of increasingly expensive
and stringent clinical trialand are generally introduced even if the market is known to be limited by
increasing genericompetition We find exactly this patterim the data, providing further support for our
preferred interpretation of the statistical relationsfile robustness of our resultsaisoconfirmed when

we limit our sample tarugs candidates designated as nbydPharmaprojectsThis shows that ou

results are not driven by generic competition simply pushing outdtdrugs or
reformulation/recombinations of exisgrtherapieskor better or worse, the rise in generic penetration is
associated with a deck in novel drug developmerithe elastity from our results implies that a 10%
increase in generic penetration in a particular market will lower-statye novel drug developmeit

that same markeby 5.96%.

We also note that, in a linear specification, the negative relationship between drug development
and rising generic penetration is robust to the inclusiaioif set of ATC 2digit therapeutic market
fixed effects and the interaction between AT-@igit therapeutic market and year fixed effects (AT-C 2
digit market*Year) In this specificationwhere all thainobservedactors impacting@ATC 2-digit
therapeutianarketover time in a common way across firms effectively removedthe keyempirical
relgionship remains negativetreng, and statistically robusthe elasticity from our results implies that a
10% increase in generic penetration in a particular market will lower-gadginnovaion, in that same
market, by 4.%. An instrumental variabkeapproach confirms the robustness of the negative estimated

relationship between generic competition and early stage innovation.

Finally, we dso considerthe economic incentives created by regulat@oshift, within
therapeutic markets, froohemicalbasedo biologic-based product€urrently, data exclusivity isiuch
longer for biologiebased produciand theregulatorypathway to market for biosimilars likely to be far
more challenging than the pathway for small molecule generic.dNgsonjecture that as emicat
based products apFessured by generigsharmaceutical firms will change the nature of their innovation
by shifting to biologics.This is indeed what we obseryecreases igenericpenetratiorin marketj
appear to leatb an increase ithe relative amount of biologicased drug developmerts generic
penetration in markgtrises, firmsdo not appear to be abandoning mayjlaimpletely but rather

changing thenatureof the innovatiorthey pursue

Are our resultsimply an artifact of technological exhaustion in various therapeutic markets? We
do not believe so. First, to the extent that there is variance in technological exhaustion across markets and
through time then our interaction between AT-@idit (and 2digit) therapeutic market and year fixed

effects ¢;* ar) should control for these trends. Second, we control directly fostage innovationR.1)
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and recent drug introductionBi.1); we argue that declines in these variables should further capture a
exhaustion phenomenon. Third, we find no evidence of a negative relationship between generic
penetration and innovation in markets with limited substitution possibilities between generic amrd brand
drugs (Model 3, Table 4) technological exhaustiowere driving our results, why do we not see its

effect in these markets? Fourth, if our results could be explained by technological exhaustion, how do we
explain the different results between eatlgige (Model 4, Table 3) and letage (Model 2, Table)4
innovation? Finally, if technological exhaustion was the only factor driving our results, then why is
innovation in biologiebased drugéBli:) increasing at the same time that innovatioohamicalbased
drugs(Clit) is decreasing in the same therapeutic markets where generic competition is rising (Table 8)?
In the end, we simply do not believe that technological exhaustion plausibly explains away the full range

of our results.

We have shown that the rise of ggaeompetition is reshaping the locosdrug development
activity. Is this a good thingd this paper, we have refrained from taking a strong stand andfere
impact of this shiftThe data we would need to determine this are not yet availablegtaht point, we
can only speculate on the sigitloe ultimate welfare impacOn the positive side, one can argue that
social welfare inhanced when pharmaceutical firms are induced to shift development efforts away from
markets where a broad rangeeffective and cheap generic therapaéreadyexist to ones withdr fewer
treatment optionsThis can be true even if the probabilities of research success are lower in the domains
into which research effort is being pushbdcause the social returnsaxpanding theange of treatment
options isrelatively high Even an increasinghit to more expensive biologitased drugs may be

beneficial in the long run furtherinnovationin smalkmolecule drgsbrings little social value

However, it is equly easy- and for us, equally plausiblg¢o imagine a less positive outcome.
Rising generic competition could be eliminating the development osne&il molecularugs that have
all the benefits of existing theyees without the side effectSuch newdrugs would have social value,
even in markets with an extengivange of existing therapielhe less explored domains into which the
pharmaceutical industry's smatiolecule developments are being pushed melg yittle or no success.
Such pessimism wdd be consistent with much of the discussion of the pharmaceutical industry's
longdanding productivity crisisFinally, by tilting the regulatory playinfield so heavily against small
molecule drug development and in favor of biologics, we may be ingltieenglobal industry to give up

on the former domain that has done so much to advance global health through the provision of cheap,
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relatively simple, effective drugs long before the potential benefits of further research have been

exhausted?

The firststep toward a more definitive conclusion about the welfare impact of the shift in drug
development would be the creation of a map that locates the various therapeutic categories in terms of
their proximity in technology spacé.is reasonable that firm@ressed by rising generic competition
would seek to redeploy their R&D resources in domains that are not wholly dissimilar &é@met in
which they have been workinDespite decades of higjuality empirical research on the pharmaceutical
industry, noresearchers ke yet created such a mappiligith such data at hand, we could begin to
explore not just the declines in drug development that have been induced by generic competition, but the
increases in development in technologically proximate markbese data would also facilitate the
comparison of research success probabilities in the domains where drug development effort is declining

and ones in which it is increasing.

Even with such data at hand, assessment of the full welfare impact of thesteftenill require
strong assumptions that allow researchesketch out the counterfactual distribution of research effort
that would have existed in the absence of the tatanin generic competitioRespite this, we believe
the effort is not jusworthwhile, but necessaryWhether the effect was intended or not, the rise of
generics in the U.S. market is significantly reshaping the patterolodiglirug development efforté/e
need to know if this is pushirtbat patterrcloser to or furtheaway from the sociaptimum.As is

usually the case iresearch, much remains to be done.

2 In fact, many industry insiders believe that there are hundreds of small molecule compounds with as yet
undiscovered therapeutic benefiBecause the patents on these compounds expired long ago, there is no mechanism
by which a branded pharmaceutical company could appropriate the returns from R&eggmew therapeutic
benefits.This line of thinking raises the possibility that thesaigold mine of potentially higteturn research

projects that are currently inaccessible to tlebg pharmaceutical industriyleanwhile, the existing regulatory

regime induces them to spend billions on extremely complex,-facdecule therapies who$al interaction with

the human body is imperfectly understood, and where the rate o&failalinical trials is correspondingly high.

See Higgingt al (2014) and Roin (2014) for an explication of this idea and potential policy solutions.
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Figure 1. Early -stage innovations19982010.This figure tracks theggregatdlow of early-stagepharmaceutical
innovations defined as the annual cowftcompounds at the preclinical stage or in Phase 1 clinical trials. We
provide annual aggregate countsdor sampldirms (solid line) andor theentirepopulation (dotted line) of
compounds contained in the Pharmaprojects database. Over our tiotk p8882010, the number of eartage
innovations, including both smaknd largemolecules, has increased. Our sanghsely tracks th@opulation
with differences being explged by our sample restrictions. Recall, firmast have at leasine appoved product
and one earhgtage innovatiom order to be incorporated into our sample
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Figure 2. Relative contribution to total innovations across therapeutic ategories This figure plots the relative contribution of each therapeutic

class at the ATClevel based on Pharmaprojects dd&ata includes all products for which Pharmaprojects identifies a therapeutic categogy.

color version of this table we direct the readers to an earlier version of this paper, Brapesi@itt¢2014).
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Table 1.Variable definition and descriptive datistics. This table provideslefinitions, data sources along with descriptive statistics for our variables
of interest. Our main dependent variable of interest will be estdge innovations;jl, while our main independent varigbis generic penetratioGij-1
experienced by fin i, within marketj, at timet-1.

V ARIABLES DEFINITION SOURCE OBS MEAN S. DEV. MIN MAX
) Early-stage innovationsCount of early stage pipeline (pre .
lijt clinical + phase 1) at j, t level. Pharmaprojects 29514 0.78 181 0 36
Genericpenetrationbaseline measurRatio of generic saleg
Git-1 to sum of focal firm and generic sales,at t-1 level. IMS MIDAS & 29514 054 46 0 1
Technological opportunity:ogarithm of stock of citation IMS NDTI & MIDAS
Ojt-l weighted articles in year1 for j" therapeutic market. PubMed and 29,514 8.04 7.30 0 14.4
Discounted 15% per year. SCOPUSSciverse

Technological challenge€ounts of suspended or
Zijt-l discontinued pipeline projects and withdrawn approved Pharmaprojects 29514 0.05 0.26 0 6
products at, j, t-1 level.

Firm innovativecapabilityl: Moving average of product

Dijt-1 introductions in-1, 2, t3 at thei, j, t-1 level. Pharmaprojects 29514 0.24 1.01 0 25.67

Pijt-1 :T:rgggﬂg;/:g\t’fh;‘:’l?%%efoum of Phase Il and Phase Pharmaprojects 29514 0.09 0.35 0 6

SAt | therj tlevel and tota pharmaceutical sals aifhe level, | M MIDAS @ 29514 | 048 | 2012 0 2225
S Firm size:Logarithm of total pharmaceutical sales atitfte IMS MIDAS E 29514 12.71 4.44 0 17.23

level.
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Table 2. Flow of nnovation (Poisson) This table presents resuftem Poisson
modelsacross four specificatiormver our full sample. Model 4 serves as our base
specification as it contairaur full array of fixed effects, including an interaction
between market (ATC1) and time (Year). The dependent varigbls,defined as
early-stag innovation. Standard errors are clustered at the firm levedranid
parentheseg** p<0.01, ** p<0.05, *p<0.1

(1) (2) 3) (4)
VARIABLES lijt lijt lijt lijt
Gijt-1 -1.373%** -1.360***
(0.133) (0.133)
Ojt-1 0.0118*  0.0347**  0.0345***
(0.00479) (0.00375)  (0.00368)
Zijt1 0.398*** 0.367*** 0.369***
(0.0299)  (0.0249)  (0.0228)
Dit-1 0.106%*  0.114%*  0.101%*  0.104%
(0.00993) (0.0103)  (0.00816)  (0.00801)
Pit1 0.246%*  0.138%* 0132+  0.141%
(0.0447)  (0.0365) (0.0351)  (0.0375)
SA; -0.00271 -0.00266  -0.000823 -0.000766
(0.00310) (0.00304) (0.00124)  (0.00122)
Si 000965  0.0116*  0.0195%  0.0198**
(0.00649) (0.00612) (0.00831)  (0.00846)
Constant 0.330 0.194 -0.438** 0.0626
(0.246)  (0.245)  (0.222) (0.349)
Firm FE Y Y Y Y
Year FE Y Y Y Y
ATC1 FE Y Y N Y
ATC1 x Year FE N N N Y
Observations 29,514 29,514 29,514 29,514

Pseudo log likelihood -28846.07 -28108.87 -26524.64 -26348.69
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Table 3. Flow of hnovation (Negative Binomial) This table presentgsults

from Negative Binomial modebscross four specifications over our full sample.
Model 4 serves as our base specification as it contains our full array of fixed
effects, including an interaction between market (ATC1) and time (Year). The
dependent variabléy, is defined as earlgtage innovation. Standard errors are

clustered at the firm level and are in parentheg&$<0.01, ** p<0.05, *p<0.1

1) ) 3) 4)
VARIABLES lijt lijt lijt lijt
Gijt-1 -1.476%** -1.465%*
(0.112) (0.112)
Ojt-1 0.00778*  0.0356***  0.0352***
(0.00429) (0.00378) (0.00376)
Zit1 0.653*** 0.573*** 0.570***
(0.0329) (0.0310) (0.0311)
Dijt-1 0.227*** 0.208*** 0.173*** 0.173***
(0.0312) (0.0288) (0.0236) (0.0236)
Pijt-1 0.202*** 0.127*** 0.104** 0.105**
(0.0410) (0.0433) (0.0406) (0.0407)
SA; -0.00490 -0.00468 -0.00188 -0.00180
(0.00345) (0.00351) (0.00183) (0.00180)
St 0.00102 0.00485 0.0143* 0.0143*
(0.00729) (0.00715) (0.00838) (0.00842)
Constant 0.410* 0.255 -0.409* 0.0140
(0.241) (0.233) (0.212) (0.345)
Firm FE Y Y Y Y
Year FE Y Y Y Y
ATC1 FE Y Y Y Y
ATC1 x Year FE N N N Y
Observations 29,514 29,514 29,514 29,514
Log likelihood -26759.09 -26336.31 -24936.29 -25031.03
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Table 4. Robustness checkdhis table presents thretacebotestshased on a
negative binomial specificatiaiModels 1 £3). Model 1 redefines the dependent
variable as novel eadgtage innovatioriNovel |; while Model 2redefines the
dependent variable as latgage innovation, ate Stage;l. The sample is stricted in
Model 3 to markets where we anticipate low crogdecularsubstation. These
include:anti-epileptics, antdepressants, and a$ychotics The dependent variable
is defined as earlgtage innovation,;:. Finally, in Model 4 we present a linear
specification of our baseline model including our full array of fixed effects. Howe
Model 4 now includefixed effects ah more disaggregate level of therapeutic
markets, ATC2. Both the market fixed effect ahd tharketyear interacted fixed
effect areincluded in Model 4Note, Ojtl is excluded from Model 4 disis
measured at the ATGRvel. Standard errorareclusteredat the firm levein
parentheseg** p<0.01, ** p<0.05, * p<0.1

(1) (2) 3) (4)
NegBin NegBin NegBin OLS
VARIABLES Novel i Late Stage;l Low CMS lijt
Gijt-1 -1.096*** -0.0686 -0.106 -0.583***
(0.187) (0.110) (0.268) (0.0700)
Ojt-1 0.0258*** 0.0339*** 1.101
(0.00807) (0.00756) (1.426)
Zita 0.390*** 0.434*** 0.262*** 1.505%**
(0.0574) (0.0337) (0.0729) (0.179)
Dijt-1 0.0837*** 0.168*** 0.154*** 0.364***
(0.0188) (0.0230) (0.0409) (0.0424)
Pit-1 0.0597 -0.00779 0.478***
(0.0740) (0.110) (0.126)
SA; -0.000482 -0.00844** -0.0499 -0.000117
(0.00196) (0.00358) (0.529) (0.000167)
St 0.00764 -0.00817 0.0184 0.00928
(0.00996) (0.0115) (0.0265) (0.0109)
Constant -23.28*** -21.02%** -15.29 1.008***
(1.100) (1.074) (19.30) (0.140)
Firm FE Y Y Y Y
Year FE Y Y Y Y
ATC1 FE Y Y Y N
ATC1 x Year FE Y Y N N
ATC2 FE N N N Y
ATC2 x Year FE N N N Y
Observations 29,514 29,514 1,577 29,514
Log likelihood/R -5603.75 -6616.19 -1189.71 0.404
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Table 5. Flow of innovation (IV and System GMM Specificationg. Models 1 and 2
present results from twstage least square regressions where we instrume@:for
Both models include our full array of fixed effects, including the interaction betwe
market and time. The market level in Model 1 is ATC1 while Model 2 uses the m
disaggregate ATGRvel. Model 3 implements an Arellano and Bond system GMN
where we Bo instrument foGj:.1 and incorporate a lagged dependent variable. Ag
in Model 2,0;.1 is omitted because it is constructed at the AT&32l. Robust
standard errors in parenthes&¥ p<0.01, ** p<0.05, * p<0.1

() (2 Q)
SYSTEM
\Y] v GMM
VARIABLES lijt lije lijt
Gijt-1 -0.668%** -1.204%** -0.444%**
(0.191) (0.582 (0.160)
lijt-1 0.506***
(0.113)
Ojt-1 0.0135*** 0.00105
(0.00361) (0.00244)
Zita 1.800*** 1.542%** 0.720
(0.196) (0.108) (0.501)
Dijt-1 0.402*** 0.395*** 0.445**
(0.0419) (0.025) (0.152)
Pi-1 0.667*** 0.495*** 0.0654
(0.150) (0,088) (0.372)
SA; -4.81e06 0.0001 0.00164
(0.000161) (0.0001) (0.00399)
St 0.0280*** 0.038*** 0.00678
(0.00621) (0.003) (0.00862)
Constant 0.216 0.0609 0.414***
(0.140) (0.479 (0.144)
Firm FE Y Y Y
Year FE Y Y Y
ATC1 FE Y N N
ATC1 x Year FE Y N N
ATC2 FE N Y Y
ATC2 x Year N Y N
Observation 29,514 29,514 21,088

R2 :DOG 0.384 0.479 1763.13




Table 6. Change in innovation (OLS and Ordered Logit)Across all four specifications the
dependent variableat(Cli-Bljt), equals 1, 2 and 3 if the differend@li — Bl;) is negative,
zero, or positive, respectiveliote, Clj; is defined as chematbased earhstage innovation
while Blj; is defined as biologibased earhgtage innovatiorModels 1 and 2 present results
from OLS with a full array of fixed effectdodel 1 includes market fixed effects at the AFC
level while Model 2 includes miaet fixed effects at the more disaggregate AT&2I[. Model:
3 and 4 present ordered logit models, with Model 4 including a full set of fixed effects,
including the interaction between market and time, at the AleGdl. In Model 2,0;.1 is
omitted because it is constructed at the ATSZI. Standard errorareclusteredat the firm
levelin parenthese$** p<0.01, ** p<0.05, * p<0.1

(1) 2) €) (4)
OoLS OLS OLOGIT OLOGIT
VARIABLES Cat(Chjt-tht) Cat(Chjt-tht) Cat(Chjt-tht) Cat(Chjt-tht)
Gijt-1 -0.333*** -0.382*** -1.823*** -1.830***
(0.0212) (0.0291) (0.0480) (0.0482)
Ojt-1 0.00430*** 0.0220*** 0.0222***
(0.000988) (0.00263) (0.00263)
diff(Zj-1) 0.174*** 0.136*** 2.428*** 2.448***
(0.0284) (0.0243) (0.203) (0.204)
diff(Dijt-1) 0.0628*** 0.0366*** 0.777** 0.780***
(0.00954) (0.00784) (0.0558) (0.0564)
diff(Pjt-1) 0.210*** 0.153*** 1.874*** 1.880***
(0.0180) (0.0167) (0.0651) (0.0656)
diff(SAi) -0.0073*** -0.0003 -0.000427***  -0.000422***
(0.0021) (0.0003) (0.000152) (0.000156)
Si 0.00214 0.00323 0.0194* 0.0224**
(0.00204) (0.00199) (0.0111) (0.0112)
Constant 3.094*** 2.802*** -20.81 -22.18
(0.0750) (0.0763) (30.94) (218.7)
Firm FE Y Y Y Y
Year FE Y Y Y Y
ATC1 FE Y N Y Y
ATC1 xYear FE Y N N Y
ATC2 FE N Y N N
ATC2 x Year FE N Y N N
Observations 29,514 29,514 29,514 29,514
R%Pseudo R 0.466 0.569 0.402 0.405
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Table 7. Change in hnovation (SUR) This table presents results from thr8&JR specificationClj; is defined
as chemicabased earhgtage innovation whilBlj; is defined as biologibased earhstage innovation. The
specifications differ in the mix of fixed effects included. Regardless of choice, our core results remain: gel
penetration Gjt-1) is negatively associated with chemitalsed innovation but positively associated with
biologic-based innovatiorClustered standard erramsthe firm levein parenthesed** p<0.01, ** p<0.05, *

p<0.1
(1) 2 (3
SUR SUR SUR
VARIABLES Clij Blii Clii Blit Clii Blii
Gii-1 -0.594** 0.0375* -0.592%** 0.0392** -0.612%** 0.0437*
(0.0207) (0.0170) (0.0207) (0.0170) (0.0242) (0.0204)
Ojt-1 0.0168** -0.00363*** 0.0167**  -0.00368*** -0.00543 -0.0126
(0.00122) (0.001000) (0.00122)  (0.000998) (0.0621) (0.0522)
Zij1 1.306%* 0.404%** 1.311%% 0.406%** 1.107%* 0.375%**
(0.0281) (0.0231) (0.0282) (0.0231) (0.0256) (0.0215)
Dijt-1 0.203%** 0.166%** 0.204%** 0.166%** 0.211%* 0.150%**
(0.00745) (0.00611) (0.00744) (0.00611) (0.00710) (0.00597)
Pit-1 0.132%** 0.492%* 0.129*** 0.494*** 0.0658%*+* 0.400%**
(0.0219) (0.0179) (0.0219) (0.0179) (0.0201) (0.0169)
SA; -0.000267 0.000144 -0.000493  0.000153 -0.000261  0.000140
(0.000358)  (0.000294) (0.000362)  (0.000294) (0.000358)  (0.000294)
St 0.00842%** 0.000264 0.00845** 0.000196 0.0115%** -0.00119
(0.00414) (0.00339) (0.00414) (0.00340) (0.00374) (0.00314)
Constant 0.843 0.00863 0.860 0.0362 0.844 0.0348
(1.151) (0.944) (1.162) (0.954) (1.040) (0.875)
Firm FE Y Y Y Y Y Y
Year FE Y Y Y Y Y Y
ATC1 FE Y Y Y Y N N
ATC1 x Year FE N N Y Y N N
ATC2 FE N N N N Y Y
Observations 29,514 29,514 29,514 29,514 29,514 29,514
R? 0.322 0.369 0.326 0.372 0.449 0.462
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Table 8. Robustness: Change imhovation (SUR) In these two SUR specifications we
limit the sample to those markets where bioldggsed innovation is most active. Based o
data from Pharmaprojects, these include ATC1 markets: F, J and intdiitien behind this
approach is simple, if a rotation eking placerom chemicalbased to biologibased
innovation, the effects should be amplified in markets where the rotation is easier for f
to undertake. Results are consistent with itfitisition. Clj; is defined as chemicdlased
early-stage innovation whil8l;; is defined as biologibased earhstage innovation.
Clustered standard erraas the firm levein parentheseg** p<0.01, ** p<0.05, * p<0.1

1) @)
SUR SUR
VARIABLES Clijt Bl Clijt Blit
Gijt-1 -1.085%** 0.229* -1.054*** 0.334**
(0.0732) (0.139) (0.0776) (0.145)
Ojt-1 0.0922***  -0.0467*** 0.256 -0.100
(0.00449)  (0.00855) (0.201) (0.378)
Zijt1 0.558*** 1.192%** 0.522*** 1.049***
(0.0460)  (0.0875) (0.0435)  (0.0815)
Dijt-1 0.0555*** 0.195%** 0.0788*** 0.175%*
(0.00939)  (0.0179) (0.00933)  (0.0175)
Pijt-1 -0.155*** 0.741%* -0.124%** 0.599***
(0.0291)  (0.0554) (0.0279)  (0.0523)
SA -0.000623  0.00940* -0.000128 0.0117*
(0.00272)  (0.00518) (0.00256)  (0.00480)
St 0.00536 -0.00200 0.00874 -0.00715
(0.00850)  (0.0162) (0.00801)  (0.0150)
Constant 0.958*** 0.417 0.785*** 0.805**
(0.197) (0.375) (0.191) (0.357)
Firm FE Y Y Y Y
Year FE Y Y Y Y
ATC1 FE Y Y N N
ATC1 x YearFE Y Y N N
ATC2 FE N N Y Y
Observations 4,958 4,958 4,958 4,958
R? 0.284 0.429 0.365 0.509
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